Social vulnerability to climate in the “Little Ice Age”: an example from Central Europe in the early 1770s
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Abstract. The paper is oriented on social vulnerability to climate in Switzerland and in the Czech Lands during the early 1770s. Documentary sources of climate related to man-made archives are discussed. Methods of temperature and precipitation reconstruction based on this evidence as well as climate impact analyses are presented. Modelling of Little Ice Age-type Impacts (LIA TIMP) is applied to highlight climate impacts during the period 1750–1800 in the Swiss Plateau and in the Czech Lands. LIA TIMP are defined as adverse climate situations affecting agricultural production, mainly in terms of rainy autumns, cold springs and rainy harvest-periods. The most adverse weather patterns according to this model occurred from 1769 to 1771 causing two, in the case of the Czech Lands even three successive harvest failures. The paper addresses the social and economic consequences of this accumulation of climatic stress and explores how the authorities and the victims dealt with this situation.

1 Introduction

In order to investigate interactions between the history of human societies and the dynamics of their quasi-natural environment, we have to consider that changes in these two spheres usually occur independent of each other and follow their own internal drive. Furthermore, we must investigate processes in both spheres that take place on different temporal and spatial scales. Among the long-term processes in the human realm, population growth, economic development, the construction of networks of communication and traffic and the interrelated move toward globalization need to be mentioned together with changes in fundamental institutional structure as well as the rise or decline of states and empires. In the sphere of nature, we should distinguish man-made effects from other exogenous factors. Examples of climate forcing include fluctuations in solar and volcanic activity, orbital changes of the earth, changes in thermohaline circulation, etc. Changes to which humans contribute include issues such as greenhouse gases and aerosols in addition to soil salinity, deforestation and drops in ground-water levels. Climate extremes may be intensified through longer term natural processes, but they may also be connected to the natural variability of climate. If certain kinds of extremes occur, human and environmental factors interact and the outcome may contribute to shaping local, regional and even global history.

A group’s ability to anticipate, cope with, resist and recover from crises and disaster depends on a variety of social, economic, political and environmental processes on a much larger scale. The magnitude of vulnerability is measured on one hand in terms of human losses through forces of nature, epidemics and malnutrition, and on the other in terms of impoverishment and material losses (Brooks, 2003). The concept of vulnerability is well suited to investigate such processes at the interface of “nature” and “culture”. It was introduced by sociologists in the 1990s and quickly picked up by geographers, sociologists, anthropologists and lately historians (Oliver-Smith, 2004). The concept includes the level of socio-economic development (taking into account the degree of social stratification), demographic growth and the kinds of technical equipment and institutional performances available in situations of need and emergency. The issue of the vulnerability of both past and present societies is increasingly dealt with in the wake of recent disasters (Watts and Bohle, 1993; Bankoff, 2003; Pelling, 2003; Oliver-Smith, 2004; Brázdil et al., 2005).

This paper deals with the vulnerability of past agriculture and people to extreme climatic events. Rightly, economic historians have strong reservations against argumentations that attribute the causes of famines and mortality crises solely or primarily to the impact of extreme weather. Rather, they prefer explanations related to socioeconomic structures and
political agency. However, many of them throw the baby with the bathwater arguing that there is no need at all investigating the frequency and severity of climatic shocks as potentially relevant variables within their models. Exceptions from this rule are very few (e.g. Bauernfeind, 1993; Bauernfeind and Woitek, 1999; Landsteiner, 2005). Wilhelm Abel (1972) thought that climatic impacts on the economy should be understood as a series of random shocks. Likewise, K.-G. Persson (1999) does not envisage possible changes in climate over time: “That the price fluctuations […] were triggered by output shocks is too obvious to dispute.” Using questionable statistics, Nobel laureate Robert Fogel (1992) even tried to disprove the existence of any relationship between climatic extremes and famines, i.e. between agriculture and climate. He simply claimed: “Famines were caused not by natural disasters but by dramatic redistributions of entitlements to grain” (see Landsteiner, 2005).

M. Jarraud (2005), Secretary-General of the World Meteorological Organization (WMO), comes to a somewhat different assessment. With a view to the present and the future, he writes that “Climate variability affects all economic sectors, but agriculture and forestry sectors are perhaps the most vulnerable and sensitive activities to such fluctuations.” But for historians who care about people’s perceptions and the established facts found in the sources – rather than just playing around with equilibrium models and numerical data – climate variability mattered in pre-industrial economies. However, sweeping generalizations in the line of Fogel (1992) are not likely to be drawn from the evidence. Rather, the significance of climate for subsistence crises and famines needs to be established from case to case.

The paper is structured as follows: The subsequent section is devoted to sources from natural and man-made archives, which provide the backbone for analyses of climate impacts. The third section discusses methods for reconstructing climate from proxy-evidence. In the fourth section, basic properties of Little Ice Age climate in central Europe are outlined and a model for assessing climate impacts is presented. The fifth section presents two case-studies that illustrate how different regimes in western Switzerland and the Czech Lands faced the challenge of the adverse weather patterns in the years 1769–1772. Some conclusions are drawn in the last section.

2 Sources on climate from man-made archives

Past climates have left their marks on every part of the globe in multifarious ways. In principle, palaeoclimatic evidence was created either by natural processes or by human activity and it is contained in corresponding, natural and man-made archives. Historical climate analyses have improved the estimates of anthropogenic effects on climate by providing a more accurate understanding of the natural background climate variability. On a local or regional scale, many instru-
noticed and communicated if they interfere with daily routines and threaten fundamental values of a society.

Weather is also reflected in the records of administrative activities, most of which were related to accounting and taxation. The group of documentary proxy data is made of a broad variety of indicators that are as different among themselves as natural proxy data (Fig. 1). For example, the opening day of the vintage is listed year by year in some source inventories back to the fourteenth century (Chuine et al., 2004). The beginning of the harvest had to be communicated in advance to the owner of the tithe in order to allow him to monitor the collection of the grapes. In Spain and elsewhere, the Catholic Church organised rogation services (rogativas) directed to end climatic stress-situations connected with long dry (“pro pluvia” rogations) or wet spells (“pro serenitate” rogations), both of which jeopardised the crops. The municipalities had to bear the cost for these rituals, which benefited the church. Consequently, rogations are found in the accounts of both institutions in terms of expenses and receipts (Piervitali and Colacino, 2001; Barriendos, 2005).

The oldest series of documentary proxy data is found in the rolls of some 50 manorial accounts belonging to the wealthy Bishopric of Winchester (Southeast England) (Titow, 1960, 1970). Both the seed and the yield for wheat are listed there along with other receipts and expenditures in kind. References to weather appear from about 1230 to 1450 to explain why certain items of expenditure are unusually large or certain items of income are unusually small. For example, references to hard winters (which included most of spring) are usually meant as an explanation of unusually large quantities of grain fed to the manorial animals (Titow, 1960, 1970). Such sources yield data on both climate and grain production and are thus invaluable for impact studies.

Similarly, the account books of the town Louny in northwestern Bohemia (the Czech Republic) kept track of wages paid by the municipality on Saturday for work carried out in the preceding week. This detailed list also includes activities related to weather and climate, e.g. cutting ice at the water mills and on the Ohře River, cleaning snow from the roads, repairing bridges after floods etc. Whereas dates of cutting ice can be used as a proxy for duration of severe frost, the beginning of payments to mowers mirrored the onset of the harvest and thus the ripening of grains, which varied according to the temperature in the preceding months. Brázdíl and Kotyza (2000) have drawn on such proxy evidence to reconstruct an almost complete series of winter and spring-summer temperatures for the Czech Lands over the period 1450–1632.

In contrast to the observations of individuals, documentary proxy data – as they are called – have a number of advantages. The output is often available in quantitative form, it is more or less standardized and the evidence is not bound on

---

### Fig. 1. A survey of evidence for reconstructing past weather and climate (Pfister, 1999).

<table>
<thead>
<tr>
<th>Archives</th>
<th>Natural</th>
<th>Man-made</th>
</tr>
</thead>
<tbody>
<tr>
<td>direct observation of weather and climate or instrumental measurement of meteorological parameters</td>
<td>observed anomalies natural hazards</td>
<td>measured barometric pressure temperature</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>direct observation</td>
<td>observed</td>
<td>measured</td>
</tr>
<tr>
<td>of weather and climate or instrumental measurement of meteorological parameters</td>
<td>observed anomalies natural hazards</td>
<td>measured barometric pressure temperature</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic ice-cores varves terrestrial sediments temperature of boreholes moraines, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
<td>non-organic water levels snow fall freezing of water bodies snow cover, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>indirect references: (Proxy data) indication of controlled or affected processes through meteorological parameters</td>
<td>organic fossil pollen animal and plant remains fossil wood (trees), etc.</td>
<td>non-organic plant phenology time of grain and vine harvest sugar content of wine, etc.</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
</tbody>
</table>
Temperature and precipitation anomalies
extreme events (floods, droughts, windstorms etc.)

Biophysical impacts: lower yield and lesser nutritional value (e.g. losses from mould and insects in storage etc.)

Economic impacts: prices of food, animal feed and fire-wood

Demographic and social impacts: malnutrition, drop in birth-rate, rise in death-rate, social disruption and food-migration (subsistence crises)

Severity of climate impact compared to buffering and adaptation

Fig. 2. A basic model of climate impacts on society (modified after Kates, 1985).

the life-time of an observer. Rather, their availability reflects the life-time of the institution which produced the data. Of course, in view of assessing the homogeneity of the information, the historian has to investigate whether bureaucratic routines were changed.

3 Methods of climate reconstruction and impact analysis

Information on past climates is obtained from data on two different time-scales: palaeo-climatological data cover a time-scale of $10^3$ years and longer (see, e.g. Bradley, 1999), whereas historical climatology focuses on high-resolution documentary evidence in the last millennium of the pre-instrumental period (Brázdil et al., 2005). Most proxy data from “natural archives” are of little value to assess the human significance of climate. The historian would need evidence that offers a high resolution in terms of time, space and climate elements. Most natural proxy data, however, have a low temporal resolution and effects of temperature and precipitation often cannot be disentangled. Moreover, scientists preferably provide smoothed curves on a high level of spatial aggregation. Outliers in which historians would have the most interest are suppressed. Given this situation, historians had to develop their own approach of climate reconstruction.

According to Le Roy Ladurie (1972), a conclusive investigation of the impact of climatic variations on societies should involve two steps. Firstly, climate in the pre-instrumental period should be studied for its own sake, separately from its possible impacts on societies. In a second step, the evidence obtained should be used to set up models enabling the exploration of the impacts of climatic variations upon economies and societies. He suggested that such a picture of climate without mankind in the historical period might be reconstructed from data describing the meteorological nature of certain years, seasons, months and days, i.e., from long series of documentary proxy data. The ultimate goal of such a reconstruction should be setting up series of continuous, quantitative and homogeneous climatic indicators.

Monthly temperature and precipitation data are usually the most important parameters for the study of climate impacts on human societies. A possible procedure of their reconstruction in the pre-instrumental period starts with the search of suitable documentary data that are able to define a high amount of temperature and precipitation variability (Fig. 2). Useful values from documentary evidence are obtained by transforming the basic data into ordinal data in the form of a time series of simple or weighted temperature and precipitation indices (see, e.g. Pfister, 1984). Simple monthly indices use a three-term classification (temperature: 1 warm, 0 normal, −1 cold; precipitation: 1 wet, 0 normal, −1 dry).
Weighted monthly temperature indices are based on a seven-term classification (3 extremely warm, 2 very warm, 1 warm, 0 normal, –1 cold, –2 very cold, –3 extremely cold) for temperature, and a similar graduation for precipitation (3 extremely wet, 2 very wet, 1 wet, 0 normal, –1 dry, –2 very dry, –3 extremely dry). Seasonal or annual indices are obtained by summation of monthly values (i.e. the seasonal values can fluctuate from –9 to 9) (Pfister, 1999). Other scaling into ordinal numbers can be used (see, e.g. Wang et al., 1991; van Engelen et al., 2001). It depends on the density and quality of the basic information, and is to some extent affected by the subjectivity of the researcher. The statistical transformation into ordinal data in the form of a time series of temperature indices is a great challenge requiring a broad statistical and dynamical understanding. The first step in the procedure includes evaluation of available documentary data with consideration of critical analysis of sources, author and/or institutional framework, calibration of documentary proxy data, etc. The comparison and cross-checking of data from different documentary sources, both direct and indirect, allow assessment of an unequivocal climatic tendency, within a given temporal and spatial domain (Brázdil et al., 2005).

Series of intensity indices obtained from documentary evidence can be further interpreted in temperature or precipitation units (°C and/or mm, %, respectively). In this case they should overlap the period of instrumental measurements, which is usually possible in a few cases and for specific periods. The procedure for such reconstructions includes the following three steps: calibration, verification and reconstruction. The aim of calibration is to determine the relation (transfer function) between the temperature/precipitation indices and air temperature/precipitation for the calibration period in which both values of the given indices and the both meteorological elements are available. According to scientific standards the validity of any kind of data needs to be verified by applying suitable statistical methods and using independent data. As was shown for selected central European instrumental temperature and precipitation series, corresponding indices series can express the main features of temperature/precipitation variability based on measured data (Pfister and Brázdil, 1999). The reduction of explained variance is only a few percent when transforming the instrumental readings into ordinal data. Thus, depending on the number of degrees of freedom in the chosen ordinal scale, real temperature/precipitation variations are very well estimated by the indices. Prior to the reconstruction, the transfer functions have to be verified in a different time period, i.e. the relationship obtained in a calibration period is applied to a so-called verification period, for which the temperature/precipitation values are estimated from the documentary data. These estimations are then compared with the measured values using different statistical measures. If the transfer function obtained expresses the variability of temperature/precipitation under consideration with satisfactory precision, the chronology of intensity indices can be used for temperature/precipitation reconstruction (for more details see, e.g. Pfister and Brázdil, 1999; Brázdil et al., 2003, 2005).

When series of continuous, quantitative and quasi-homogeneous climatic indicators are set up for the pre-instrumental period, such series may be used to set up models, which enable the exploration of the impacts of climatic variations upon economies and societies. Effects of climatic fluctuations "on the course of history" are difficult to demonstrate. It is frequently overlooked that both "climate" and "history" are blanket terms, situated on a high level of abstraction. For this reason, relationships between them cannot be easily investigated in a meaningful way. They need to be broken down to lower scales of analysis. For "history" this may entail a specific focus for example, on the food system, the health system or the energy system, or on specific activities such as transportation, communications, military or naval operations. The term "climate" needs to be disentangled into seasonal or monthly temperature and precipitation, climatic anomalies and weather extremes and types of impacts, and related to specific spatial units. The closer details are investigated, the higher is the probability of finding significant coherences. Moreover, concepts need to be worked out in order to disentangle the severity of climate impacts and the efficiency of measures for coping with them. On a very general level, it could be said that beneficial climatic effects tend to enlarge the scope of human action, whereas climatic shocks tend to restrict it. Which sequences of climatic situations matter depends upon the impacted unit and the environmental, cultural and historical context (Pfister, 2001). However, this statement needs to be restricted in the sense that the term "climatic shock" itself is ambiguous, as it is well known that some of the people and groups involved always take advantage of situations of general distress, both economically and politically.

As is generally known, there is a substantial amount of analyses dealing with the causes of famines (e.g. Newman, 1990). Murton (2000) gives an excellent overview of the relevant literature. In all famines, natural, social and political factors are involved. However, because they are inextricably intertwined, it is almost impossible to assess their relative significance. Kates (1985) was well aware of this fact, and for this reason he submitted a broad variety of models in his analysis. In a first run, he suggested, impact studies might be arranged in the order of propagation to events, although this arrangement may be arbitrary in the sense that the real time process takes place simultaneously or that the sequence is unknown to climatic processes. A simplified version of his approach yields the cascade of effects for pre-industrial societies (Fig. 2), excluding all feedback-loops which should be considered. This figure should just allow a first approximation to the issue.

Biophysical impacts focus upon the production of food (yields per hectare, relation of seeded to harvested grains) and its availability for human production (also considering losses in storage). Economic impacts deal with consequences
on prices of food, animal feed and fire-wood. Grain prices were by far the most important parameters for business activity. At the same time they are the only economic data for which continuous series are widely available in Europe. Demographic and social impacts highlight consequences of subsistence crises such as malnutrition, social disruption and food-migration. A subsistence crisis is an integrated process in which nature and society interact. Its severity, however measured, depends on one hand on the magnitude of the biophysical impact. On the other hand, it also hinges on the preparedness of the people involved and on the efficiency of the measures and strategies that are taken to deal with the crisis. The significance of human intervention in the process increased from top to bottom at the expense of climate impacts. There were few options available to dampen biophysical impacts, whereas economic measures and social assistance could considerably reduce social disruption. Of course, interactive models, including the societal responses to biophysical and economic impacts in terms of positive or negative feedback, would be more realistic than linear models (Pfister, 2006). But Kates (1985) correctly notes that it is easier to draw schematics than to describe what actually occurs.

4 Modelling Little Ice Age-type impacts

The Little Ice Age (LIA) was the most recent period during which glaciers maintained an expanded position on most parts of the globe, whereas their fronts oscillated about in advanced positions (Grove, 2001). The LIA was a simultaneous, world-wide phenomenon which nonetheless allowed for considerable regional and local variation.

In the Alps, three phases of maximum glacier extension are distinguished: the first one around 1385, the second one in the mid-seventeenth century, and the third one around 1860 (Holzhauser, 2002). Wanner (2000) coined the term of “Little Ice Age-type events” (LIATE) to designate the three far-reaching glacier advances known from the last millennium. Each of the three LIATE was the outcome of a specific combination of seasonal patterns of temperature and precipitation (Luterbacher et al., 2000, 2004; Casty et al., 2005; Xoplaki et al., 2005; Pauling et al., 2006). There is no single, long-term climatic trend which agrees with the advanced position of glaciers during the LIA. A multitude of interacting seasonal patterns of temperature and precipitation either positively or negatively affected the mass-balance of glaciers. Extended cold spells during the winter half-year (October through March or April) were the ear-marking feature of climate throughout the LIA: Severe winters were more frequent and more severe, both in terms of duration and coldness, during the period of the LIA compared to the Medieval Warm Period and the twentieth century global warming (Luterbacher et al., 2004; Xoplaki et al., 2005). However, the cold and dryness of winters did not significantly affect the mass balance of glaciers (Holzhauser and Zumbühl, 1988; Holzhauser et al., 2005).

Far-reaching advances occurred when very cold springs and autumns coincided with chilly and wet mid-summers. The last “year without a summer” occurred in 1816, but many more of them are documented during the previous part of the millennium. They were the crucial elements underlying the LIATE. Most, if not all of them, were triggered by volcanic eruptions in the tropics, which generated a globe-girdling veil of volcanic dust (Harington, 1992). The spatial dimension of years without a summer was usually limited to mainland Europe north of the Alps, stretching from the Parisian Basin in the West to the Russian border in the East. Conditions in the west of France, Ireland, Iceland and Russia were usually better, whereas those in the Mediterranean were fundamentally different (Luterbacher et al., 2002, 2004; Xoplaki et al., 2005). The effect of years without a summer were counterbalanced from time to time by clusters of warm and dry summers (e.g., in the 1720s) which caused melting-back on the glaciers.

Under the conditions of the Little Ice Age climate, two kinds of impacts were detrimental for agriculture in western and central Europe. Long wet spells during the harvest period had the most devastating impact. Continuous rains lowered the flour content of the grains and made them vulnerable to mold infections and attacks of grain weevil (Sitophilus granarius) (Kaplan, 1976). Huge losses caused by insects and fungi during winter storage lead to surges of grain prices in the subsequent spring. These effects can be hardly assessed today, let alone under the conditions of an Early Modern economy. Besides long spells of rain in midsummer, cold springs did most harm to grain crops. From present-day agro-meteorological analyses it is known that grain yields depend on sufficient warmth and moisture in April (Hanus and Aimiller, 1978). Inversely, this implies that crops suffered from dry and cold springs, which were frequent during the Little Ice Age. An extended snow-cover was particularly harmful. When the snow-cover lasted for several months until March or April, winter grains were attacked by the fungus Fusarium Nivale. Peasants often ploughed the choked plants down and seeded spring grains in order to have some compensation for the lost crop (Pfister, 2005).

Considering the vulnerability of the main sources of food – using both present and historical knowledge – it turned out that a given set of specific sequences of weather spells over the agricultural year was likely to affect all sources of food at the same time leaving little margin for substitution. This model of a worst-case crop failure and, inversely, of a year of plenty has the properties mentioned in Table 1.

Table 1 summarizes the impact of adverse temperature and precipitation patterns on grain, dairy forage and vine production during the critical periods of the grain harvest year. Prolonged wet spells at sowing time in autumn reduced the amount of area sown and lowered the nitrogen content of the soil. Cold spells in September and October lessened the
sugar content of vine-must. Cold periods in March and April of the subsequent year decreased the volumes of the grain harvest and dairy forage production. Wet mid-summers affected all sources of food production. Most importantly, the simultaneous occurrence of rainy autumns with cold springs and wet mid-summers in subsequent years had a cumulative impact on agricultural production. The same combination of seasonal patterns largely contributed to triggering far-reaching advances of glaciers. The economically adverse combination of climatic patterns is labelled Little Ice Age-type Impacts (LIATIMP) (Pfister, 2005). This parameter yields a yardstick to directly assess the severity of climate impacts whereas other parameters such as grain prices and demographic data are also the result of economic, social, microbiological, physiological and political factors.

LIATIMP were simulated using a model, the properties of which are explained elsewhere (Pfister, 2006). They are solely based on monthly temperature and precipitation indices. Biophysical Climate Impact Factor (BCIF) was defined from the effect of weather on crops known from both contemporary reports and from present-day scientific knowledge (Table 1). Its computation is explained in the appendix. It was demonstrated for the period 1500 to 1860 that impact factors agree well with peaks in grain prices and that the difference of multi-decadal means of impacts (1767–1817, 1817–1843, 1844–1860) are statistically significant (Pfister, 2006). In the subsequent section, BCIF are provided for the Swiss Plateau and Czech Lands during the period 1750–1800.

5 Differences in social vulnerability to climate in Switzerland and Czech Lands in the early 1770s

Whatever the choice of events concerning which impacts are to be studied, an impacted group, activity or area exposed to these events must be selected. In general, the focus is on individuals, populations or activities in the form of livelihoods or regional ecotypes. Two regions, the Czech Lands and the Swiss canton of Bern are compared in the subsequent section with regard to their vulnerability to climate in the early 1770s, when many regions in central Europe suffered from a major subsistence crisis.

The Czech Lands were at that time a part of the Austrian Hapsburg monarchy. They historically consisted of three parts – Bohemia, Moravia and southern Silesia – comprising an area that was not significantly different from the actual Czech Republic (78 863 km²). According to a military census taken in 1770, the population was 4.172 million (Fialová et al., 1996). In the main breadbaskets concentrated in the Bohemian lowland along the Elbe and in the southern and central Moravian lowlands, rye was the main bread-grain besides wheat. People in the hilly zones lived on oats and dairy products. The estimated population density in 1770 was 109 persons/km² of “arable” (i.e. related to areas of arable land known from 1845 – see Jeleček, 1995).

The ancient Swiss canton of Bern (prior to 1798) comprised 8591 km² and in 1770 its population totalled about 350 000 inhabitants. Its statistical coverage in the late eighteenth century is excellent (Pfister, 1975; Pfister and Egli, 1998; Brandenberger, 2004). The canton may be roughly divided into three eco-zones. In the “lowlands” (by Swiss standards), grain (spelt and wheat) grown within the three-field system was the dominant crop. In the hilly zone, grain cultivation and dairy production had about an equal share and potato cultivation on small plots was widespread. In the Alpine zone, dairy production was dominant, along with grain and potato cultivation on a micro-scale. The estimated population density in 1770 was 102 persons/km² of “arable” (i.e. related to areas of intensive cultivation known from 1865) (http://www.bernhist.ch, 10 July 2006). Therefore, the ecologically relevant population density was about on the same level in Bern Canton as in the Czech Lands.

In Switzerland, the sequence of adverse weather situations began in 1768 (Fig. 3). September of that year was extremely rainy, which delayed the period of ploughing and the sowing of winter grains. Expert farmers in western Switzerland, where wheat was the basic crop, justifiably worried about the coming harvest. March of 1769 was very cold and wet. After a warm spell in the second half of April and early May, snow fell again down to the plateau. The remaining part of the growing season was cool and wet. In the Alps, it repeatedly snowed down to lower altitudes and the country was ravaged several times by far reaching hailstorms. Agricultural work was delayed. On 4 October, a fresh snow-cover took the peasants by surprise. Huge amounts of snow, up to 3 meters, accumulated during winter 1769/70 in Alpine valleys. March and April were extremely cold. At altitudes of 700 m, the snow-cover remained for about seven months. A short warming spell in early May lead to rapid snow-melt and prompted the flowering of most fruit trees. Afterwards temperatures plunged below average again for several months.

<table>
<thead>
<tr>
<th>Critical months</th>
<th>Agricultural products</th>
</tr>
</thead>
<tbody>
<tr>
<td>September–October</td>
<td>Wet</td>
</tr>
<tr>
<td>March-April</td>
<td>Cold</td>
</tr>
<tr>
<td>July-August</td>
<td>Wet</td>
</tr>
</tbody>
</table>

Table 1. Weather-related impacts affecting the agricultural production of traditional temperate-climate agriculture in central Europe (Pfister, 2005). Italics: weather conditions affecting the volume of harvests or animal production. Bold: weather conditions affecting the quality (i.e., the content in nutrients or sugar) of crops.
and it often rained, particularly in July, when 22 rainy days were recorded at Basel. In September, parts of the country were ravaged by a far-reaching hailstorm. Subsequently, some patterns experienced in the previous year recurred, such as the advanced snowfall in October and the cold relapse in late April, but they were less severe. As of 1772, conditions were somewhat better than average (Pfister, 1975). Considering the vulnerability of the main sources of food, three elements – the excess rainfall in September 1768, the extremely cold spring 1770 and the nearly continuous rainfall in July of that year – turned out to be significant.

Comparing the multi-annual cluster of adverse weather patterns in Switzerland and in the Czech Lands in the early 1770s, the evidence leads to the following conclusion: In both countries, harvests were deficient in 1769 and in 1770 for more or less the same meteorological causes. However, whereas weather conditions considerably improved in 1771 in Switzerland, people in the Czech Lands were confronted with another harvest failure for the third year in succession. Seemingly, Switzerland was spared from such a calamity because it was closer to the Azores anticyclone during the critical months of July and August, 1771, as concluded from reconstructed monthly sea-level air pressure fields (Brázdil et al., 2001) (Fig. 4).

The amplitude of grain prices mirrors this difference in the magnitude of climate impacts (Fig. 5). Rye prices in Bern did not even double from 10.5 “Batzen” in the harvest year 1768/69 to the maximum of 20 “Batzen” in 1770/71. However, average prices for rye tripled in Brno (Moravia) from 25.5 “Groschen” in 1769 to 78.7 “Groschen” in July 1772, and were even 4.1 times higher – from 18.3 “Groschen” in 1769 to 75 “Groschen” in July 1771 – for barley. The soaring of grain prices was even more dramatic in Bohemia. For example, in Kolín (central Bohemia), the prices – compared to 1769 – increased 3.3 times for rye (in 1771), 4.4 times for oats and 4.7 times for barley (both with maximum in 1772) (Brázdil et al., 2001).

On a local scale, some price peaks were even more pronounced: According to the report of a local parson from the Erzgebirge, which is the hilly borderland between the Czech Lands and Saxony, the price for a bushel of rye rose tenfold between spring 1770 and early summer 1772, which led to outright starvation (Abel, 1972).

It now becomes crucial to address the issue of social vulnerability. First of all, a closer examination of the two case-studies requires getting some insight into the political, social and administrative framework of the two territories. Moreover, attention needs to be given to the kind and the
efficiency of “state” interventions on various levels. In case of a subsistence crisis, the ownership or the disposal of agricultural land was the key to the availability of food resources. Wealthy peasants and great land owners made disproportionately large profits, whereas the landless, the cottagers and the medium-sized peasants had to spend a much larger share of their budget on food.

The management of subsistence crises needs to be mentioned along with wars, riots and epidemics as being among the most serious challenges that authorities had to face prior to the age of railways. The grain-harvest shortfalls led to higher food prices, mounting unemployment rates and an increase in the scale of begging, vagrancy, crime and social disorder. As an inevitable consequence, these conditions resulted in welfare crises of varying magnitude. The combination of environmental stress, economic hardship and social disarray tended to foster overcrowding and other changes in normal community spacing arrangements. Such conditions often appeared in the form of mortality peaks (Post, 1990). Authorities took an interest in combating the effect
of crises, particularly considering the enormous population losses during the Thirty Years War. They aimed at increasing the number of soldiers and their income from taxes, which depended on the number of productive hands. Short-term measures usually involved the symbolic persecution of hoarders and speculators that were made responsible for the crisis, the hunt for foreign vagrant beggars and the distribution of grain to the needy people in the capital and elsewhere.

In the canton of Bern, social vulnerability was low by contemporary standards. The burden of taxation was light because the administration was relatively small and efficient. Moreover, there was no need to maintain a court and a standing army. Young men had to get some military training within a rather inefficient militia system. In order to lessen the impact of crises, an area-covering network of grain stores was built up from the late seventeenth century. From that time onward, the potato provided an attractive alternative to grain cultivation for small-holders. The new crop got a first footing in the hills and mountain valleys of the canton, from where it spread to the lower areas. In the eighteenth century the variability of grain prices was somewhat smaller than in the cantons of Basel and Zürich. On one hand this needs to be credited to the potato, which served as a buffer because its vulnerability to LIATIMPs was somewhat different. On the other hand, the lower vulnerability was related to a better market integration (Persson, 1999). In the event of bumper crops, Bern used to sell grain to the adjacent territories. In the event of deficient harvests, grain was usually imported by order of the administration from the surrounding belt of grain-exporting territories such as the Alsace, Burgundy, Savoy and Swabia. In 1770/71 grain was acquired at a loss from as far as Sicily and Northern Africa (Brandenberger, 2004). From the mid-eighteenth century, the authorities shifted the focus of the crisis management towards complementing traditional short-term measures with sustained efforts to promote agricultural productivity, e.g. by facilitating the legal conditions for subdividing and privatizing communal pastures (Pfister, 1995). To sum up, in the late eighteenth century, the Bern Canton had already acquired a substantial degree of immunity to LIATIMPs.

Poor relief was another strategy of reducing vulnerability: The administration in the canton of Bern seesawed between spending on welfare and taking economic measures. During the eighteenth century, it established an area-covering system of poor relief in which the communities had to participate. Flückiger-Strebel (2000) demonstrated that in the wake...
Fig. 6. Mortality and fertility in the canton of Bern and in the Czech Lands over the period 1760–1780 (for Bohemia and Moravia annual index values were calculated with respect to the average of the whole period 1760–1780 equal 100).

of the crisis of 1770/71, a great number of people became permanently dependent on welfare. Obviously, many working poor at the margin of pauperization were not able to buffer the shock of the fall in real income during the crisis. They had to sell most of their belongings for food and henceforth they had to have continual assistance. The cost of social security rose much faster than any other entry of the budget and for this reason the communities had to bear a rising share of the burden.

How successful was this paternalist social policy? The severity of the crisis in demographic terms was assessed from the aggregate number of baptisms and burials available for every parish since 1730 (Pfister, 1995). From this evidence, it is concluded that both a rise in mortality and a drop in fertility – which would point to some nutritional problem – were nearly absent (Fig. 6). This result suggests that in the canton of Bern vulnerability was substantially reduced. However, in some cantons located further to the east, the demographic effects of the crisis were more pronounced, as concluded from regional studies (Bielmann, 1972; Bucher, 1974; Schürmann, 1974; Ruesch, 1979).

Social vulnerability to climatic impacts was much greater in the Czech Lands. There, broad strata of the population suffered from a heavy taxation and from a number of oppressive feudal dues, among which compulsory work on large estates of the nobility, the so-called Robot and the obligation to provide draught animals for the transportation needs of the army and the state were the most onerous. In Northeastern Bohemia, a large number of people were ready to flee across the border to Prussia (Brázdil et al., 2001).

This unfortunate situation was critically aggravated by the cluster of three harvest failures between 1770 and 1772. When alarming reports of the famine reached Vienna, Empress Maria-Theresa and her court counsellors first of all took traditional administrative measures of crisis management. The authorities decreed a ban on exports and on distilling grain, and also demanded the persecution of hoarders and as well as implementing an inventory of grain stocks within the entire country. These measures, however, turned out to be largely inefficient. From June 1771, when the famine had already taken shocking dimensions, grain and flour were finally hauled from stocks in Vienna and Hungary to the Czech Lands. Nonetheless, the imported amounts of grain were inadequate for having an effect on prices. Thus, most of the needy people did not have the money to buy grain (Brázdil et al., 2001). Emperor Joseph II, co-regent at the time, undertook a six-week journey (October–November 1771) through the Czech Lands to investigate the causes of the famine. He
left an extensive travel diary, full of information about the situation in different parts of Bohemia (Rehořovský, 1904; Rouňák, 1926; Weinzierl-Fischer, 1954).

The demographic toll of the famine was appalling. According to contemporary assessment, Bohemia lost some 250,000 people (10% of its population) during the third year of famine between June 1771 and June 1772 (Fig. 6). It seems that many people died from typhoid fever. In Moravia and Silesia, the excess mortality was somewhat lower. The crises primarily affected the people who were engaged in rural industries and the poor strata in the towns who had to rely on the market. It took 13 years before the pre-crisis level of population in the Czech Lands at the beginning of the crisis in 1770 was reached again (Fialová et al., 1996). The severe crisis in the early 1770s led to a pauperization of a broad strata of society, which formed the background to a violent serf uprising in 1775. On the other hand, the experience of famine in the Czech Lands reduced prejudice against the potato, which previously was only grown as animal fodder. Cultivating a small plot with potatoes significantly contributed to better surviving subsequent harvest failures. As a result, such a severe disaster did not occur any more (Brázdil et al., 2001).

6 Conclusions

This article attempts to view socio-environmental interactions situated at different temporal and spatial scales in order to demonstrate their complexity and explore a new modelling approach: Macro-scale reconstructions of monthly air pressure, temperatures and precipitation for the entire European continent provide the starting point. They are obtained from a variety of high-resolution documentary and natural data. It is concluded that the spatial dimension of climate impacts during the Little Ice Age never did affect Europe as a whole. The impacts always remained limited to certain climatic zones of the continent. Considering the temporal dimension, the modelling of biophysical impacts suggests that the frequency and severity of such impacts changed over time, thereby leading to multi-decadal periods of favourable and adverse climate.

The story of human vulnerability to climate, told along a chain of causation running from natural forcing to economics and to the level of political and social decision-making, requires a change from the macro-scale of generalization to the micro-scale of case-studies. Comparisons of case-studies would, in a sense, entail that some common properties are found between the cases. In the present studies, however, differences largely prevail. Firstly, the surface of the Czech Lands and its population were much larger than those of the canton of Bern. Secondly, the duration of climatic stress was considerably shorter in Switzerland, considering the lower impact factor and the lower variability of grain prices. Apparently, both countries experienced a more or less similar series of impacts in 1769 and 1770. However, Switzerland was closer to the sphere of influence of the Azores anticyclone in 1771 than the Czech Lands and its location more to the south-west, and for this reason the critical month of July was less rainy than more to the north-east. This result is particularly noteworthy because it points to the fact that relatively small differences in longitude and latitude between two regions could be associated with substantial differences in climate impacts. With regard to social vulnerability, it goes without saying that social vulnerability of this canton was less pronounced than that in the Czech Lands. This is largely due to the inherent properties of the two political systems. The Bernese authorities could not rely on a standing army to suppress local uprisings. They legitimized their governance with a paternalist ideology, which implied that they had to care for their subjects in case of distress. On the other hand, it seems that the Hapsburg monarchy and its administration were ill-prepared to face the formidable challenge of three successive harvest failures in one of its core lands. Moreover, the oppressive feudal structures could not be changed easily because they were indispensable for the maintenance of the political system. Finally, the mercantile policies blocking the export of raw materials led to serious economic stress in the northern proto-industrial parts of the country. Baron Kressel, who was sent in February 1771 to investigate the situation in Bohemia, reported that many people were simply too poor to buy the grain available on the market (Weinzierl-Fischer, 1954). More comparative studies of socio-environmental interactions should be encouraged, albeit not in view of arriving at a universalized picture of social vulnerability to climate impacts, as was repeatedly attempted for global climate change studies for the last millennium. Quite the contrary: It would be worthwhile to illustrate the plurality of human responses and solutions in mitigating social vulnerability to climate variability.

Appendix A

Computing Biophysical Climate Impact Factors (Box and Jenkins, 1970; Box and Tiao, 1975; Pfister, 2006)

The basic climate data are monthly temperature (T) and precipitation (P) indices arranged in a 7-degree classification (Pfister, 1998):

-3 = very cold/dry, -2 = very cold/dry, -1 = cold/dry, 0 = normal, 1 = warm/wet, 2 = very warm/wet, 3 = extremely warm/wet.

BCIFs are known to be nonlinear. Thus, temperature (T) and precipitation (P) indices were recoded as follows:

-3 = very cold/dry, -2 = very cold/dry, -1 = cold/dry, 0 = normal, 1 = warm/wet, 2 = very warm/wet, 3 = extremely warm/wet.
The annual BCIFs were then computed and can be summarized as follows:

\[
\frac{1}{2} \times (T-\text{Mar} + T-\text{Apr}) < (T-\text{Mar}[N + 1] + T-\text{Apr}[N + 1])
\]

if \((T-\text{Mar} + T-\text{Apr}) < -6\);

\[
\frac{1}{2} \times (T-\text{Mar} + T-\text{Apr}) / -2;
\]

else \((T-\text{Mar}[N + 1] + T-\text{Apr}[N + 1]) / -2\) \times \((P-\text{Jul} + P-\text{Aug}) / -6\);

\[
\frac{1}{2} \times (T-\text{Mar} + T-\text{Apr}) / -4;
\]

else \((3 \times P-\text{Jul} + P-\text{Aug}) / 3\)

\[
+ (2 \times P-\text{Sep} + 3 \times P-\text{Okt}) / 5
\]

\[
+ (3 \times T-\text{Sep} + T-\text{Okt}) / -2
\]

\[
+ (2 \times P-\text{Mar} + 2 \times P-\text{Apr} + P-\text{Ma}) / 5
\]

\[
+ (T-\text{Ma} + T-\text{Jun} + T-\text{Jul} + T-\text{Aug}) / 4
\]

The first two terms require the most explication. The first term reflects spring temperatures. For grain prices, both the spring temperatures within a current meteorological year and those in the subsequent year need to be considered. The higher value goes into the equation. As spring temperatures are known to be significant for grain production, March and April temperatures are weighted.

The second term concerns precipitation patterns during the harvest period, which was from early July to early August. Extremely rainy conditions during this midsummer period had the most devastating impact and they had to be accordingly weighted.

The first and the second terms are then multiplied to simulate the summation effect, which resulted from the coincidence of a very cold spring and a very rainy midsummer in the same or in the subsequent year. Four terms represent factors of minor importance: precipitation and temperatures in September and October, precipitation in spring and temperatures from May to September.
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